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Abstract—The recognition of emotions is a vast significance 
and a high developing field of research in the recent years. The 
applications of emotion recognition have left an exceptional mark 
in various fields including education and research. Traditionally, 
in Speech Emotion Recognition, models require a large number 
of manually engineered features and intermediate representations 
such as spectrograms for training. For this research paper we’ve 
studied many research paper which suggested techniques like 
Multi Perceptron, Two Stream convolutional network, Multi-task 
learning model, MFCC, SVM, HMM. The perfection of speech 
emotion recognition greatly depends upon the types of feature 
used and also on the classifier employed for recognition. The 
classification performance is based on extracted characteristics. 
This paper proposes an implementation of deep learning model 
on raspberry pi to identify emotion from speech using MFCC 
(Mel-frequency cepstral coefficients) as an extraction feature 
and LSTM (Long Short Term Memory) as a classifier, as they 
proposed higher accuracy compared to other techniques. The 
proposed deep learning model will be implemented on Raspberry 
Pi to create a standalone Speech Emotion Recognition system. 

Index Terms—Speech Emotion Recognition, Deep Learning, 
CNN, LSTM, RAVDESS 

 
I. INTRODUCTION 

The speech signal is the quickest and most natural way for 

people to communicate with one another. This characteristic 

has encouraged academics to consider voice as a quick and 

effective means of human-machine communication.Speech 

emotion recognition is thought to enhance the effectiveness 

of speech recognition systems by allowing for the extraction 

of valuable semantics from speech[1]. 

Human beings have emotions for every item related to them. 

New designs are the result and technology continue to often 

enter the market . Since Human thought, feelings, decision- 

making, communication, and interacting with technology all 

depend on emotion[1]. 

Speech emotion recognition is very helpful for applications 

that call for genuine human-machine interaction, such vehicle 

board systems that can use driver mental state information to 

start safety mechanisms. It can also be used as a diagnostic 

tool by therapists. Speech recognition systems that are trained 

to recognise stressed speech perform better in aeroplane cock- 

pits than those that are trained to recognise normal speech. 

Call centre applications and mobile communication have both 

used speech emotion recognition. Speech emotion detection is 

mostly used to modify the system’s reaction when it detects 

anger or frustration in the speaker’s voice[2]. 

 

 
Fig. 1. Structure of Speech Emotion Recognition System 

 

This paper makes a contribution by analysing a distinct 

Long Short Term Memory network model works as classifier 

based on the Mel-Frequency Cepstrum Coefficients feature. 

The RAVDESS dataset was used to determine the perfor- 

mance parameters using important features such as recall, F-1 

score, precision, and accuracy for four emotions, including 

happy, neutral, sad, and angry.[5] 

Many common characteristics are retrieved in recent work, 

including energy, pitch, formant, as well as certain spectrum 

characteristics such as linear prediction coefficients and mel- 

frequency spectral coefficients [5]. In this paper we mainly 

focused on the MFCC feature for deployment of the model 

on Raspberry-Pi.[5] 

Speech emotion detection is predicted to be useful for a 

wide range of applications, including other examples include 

contact centers, video games, audio surveillance, computer lec- 

tures, in-car board systems, and robot interfaces . Researchers 

have developed numerous databases of audio recordings of 

different languages, such as English, German, etc., recorded by 

actors or professionals, for the purpose of emotion recognition 

through speech. 
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Many of these databases are accessible to the general public. 

There are numerous languages in India, including Bengali, 

Tamil, Marathi, Gujarati, Hindi, and more. For the purpose of 

analyzing emotions, however, there is no database accessible for 

any of these languages. Some scholars have developed theirown 

databases, but because they are not standardized, others cannot 

access them. Consequently, our goal is to develop a database 

that contains audio files of many states of feeling, including 

happy, angry, and sad. Additionally, we can make databases for 

different languages[6]. 

We encountered a number of issues when putting the Emo- 

tion Recognition System into practice, including issues with 

model accuracy, speaker gender and language use, background 

noise from the audio recordings, etc. 

As a result, we are attempting to create a Speech Emotion 

Recognition model that will be resilient to all the aforemen- 

tioned issues and provide the best results possible utilizing the 

CNN and LSTM model. 

II. RELATED WORK 

The field of emotion recognition has become more important 

in an effort to boost the effectiveness of human computer 

interference. Speech emotion recognition seeks to recognize a 

person’s fundamental emotional state from their voice. Recent 

years have seen an increase in study interest in this area. There 

are numerous other examples include contact centers, video 

games, surveillance cars, online lectures, and robot interfaces 

[1]. With a goal of increasing efficiency of machine intelligence, 

the study of emotion identification has become more important. 

EEG, facial expressions, gestures, voice, and other bodily 

aspects of emotion have all been studied by researchers. The 

effectiveness of each LSTM model’s Re- call,F1 score, 

Precision, and Accuracy are evaluated for the four emotions of 

Happy, Sad, Neutral, and Angry. 

Deep neural networks (DNNs) outperform naive networks and 

Gaussian mixture models (GMMs) on big vocabulary audio 

recognition tasks, according to recent studies. Through studies 

on speech recognition, they showed that DNNs can extract more 

discriminative and invariant characteristics at higher levels. This 

means that DNNs’ learned features are less sensitive to small 

changes in the input features. This trait makes DNNs more 

generalizable than shallow networks and makes Context- 

Dependent-Deep-Neural-Network-Hidden-Markov-Model 

(CD-DNN-HMM) more robust while performing voice 

recognition due to speaker, environment, or bandwidth 

mismatches.[2] Deep learning techniques such as DBM, RNN, 

DBN, CNN, and AE have been the subject of much research in 

recent years. These deep learning methods and their layer-wise 

architectures are briefly elaborated based on the classification of 

various natural emotion such as happiness, joy, sadness, neutral, 

surprise, boredom, disgust, fear, and anger. These methods offer 

easy model training as well as the efficiency of shared weights. 

Limitations of deep learning techniques include their large layer- 

wise internal architecture, less efficiency for temporallyvarying 

input data and over-learning during memorization of layer-

wise information. 

This research work forms a base to evaluate the 

performance and limitations of current deep learning 

techniques.[4] 
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Systems for recognising speech emotions based on several 

classifiers are shown. The signal processing unit, which extracts 

pertinent features from the available speech signal, and a classifier, 

which discerns emotions from the speech signal, are the two key 

components of a speech emotion recognition system. 

Most classifiers’ average accuracy for speaker independent 

systems is lower than that for speaker dependent systems.[7] 

Further, it highlights some promising directions for better SER 

systems. I 

 

III. PROBLEM STATEMENT 

“To identify emotions from speech by implementing and deploying a 

deep learning model based on the MFCC feature.” 
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IV. METHODOLOGY 

Multiple learning algorithms are available for classification. 

The proposed methodology uses LSTM as the prior value is 

stored in the memory of the LSTM, and the MFCC coefficients 

are computed using the previous and current frames of speech 

[6]. 
 

 
Fig. 2. Speech Emotion Recognition Model 

 

When the speech signal is passed to the Raspberry pi through 

mic then the speech signal pocesses through the layersof MFCC 

to extract out feature. MFCC extraction process consist of Pre- 

emphasis, framing, windowing, the Fourier transform, and 

wrapping. Pre-emphasis increases a signal’s high-frequency 

portion. In return, the frequency spectrum is balanced, and the 

signal-to-noise ratio is enhanced. The input signal is imported 

into frames with a time slots of between 20 and 30 milliseconds 

and an optional overlap of between 1/3 and 1/2 of the frame 

size during the framing stage.[5][6] 

 

Framesize = FrameDuration ∗ SampleRate (1) 

Next step is windowing to maintain the continuity of the first 

and last points in the frame, each frame in this needs to be mul- 

tiplied by a hamming window. Varied tones in speech signals 

correspond to different energy distribution over frequencies 

as more frames are obtained. Hence, a fast Fourier transform 

is performed to obtain the frequency magnitude response of 

frame. Next is Mel-frequency,which is kept proportional to the 

logarithm of the linear frequency. Along the Mel 

frequency,which is connected to the common linear frequency, 

these filters are evenly spaced apart. 

 
According to a specific relevant assessment criterion, feature 

selection seeks to pick a selection of the most important 

features from the original ones to ensure maximum accuracy. It 

can considerably shorten the duration of learning algorithms. 

Long-term dependencies in data are handled by LSTM. The 

data is kept in LSTM networks for a long time.[6][7] 

Python is used to implement the LSTM network. Utilizing 

the Keras library for implementation. Python-based Keras is 

an open-source neural network library [8]. 

 
Using the method described above, MFCC values for the 

different emotions are obtained. It graphs the values with 

respect to coefficients for Neutral, Angry, Happy and Sad 

emotions. For the 4 samples in the data set, the MFCC is 

calculated and a graph is drawn. Coefficient values change 

according to emotions. 
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A. Steps of implementing trained model on Raspberry PI: 

Step 1: Installing a Trained Model on a Raspberry Pi 

Deployment has a wide range of choices. However, we’ve 

decided to use the Raspberry Pi as a deployment platform. 

Installing the Raspian operating system is the initial step in 

deployment. 

Step 2: After an operating system has been successfully 

installed, a virtual environment must be created using the 

Pycharm IDE. 

Step 3: Following deployment, libraries will be installed. 

Step 4: We require several libraries, including librosa, keras, 

matplot, panda, and numpy, depending on the needs of our 

models. 

Step 5: The trained model for speech emotion detection must 

be saved on the Raspberry Pi when this installation is complete. 

Step 6: The model must be tested after being saved. 

 

The 1D CNN LSTM model, which consists of three con- 

volutional layers followed by two LSTM layers, is included 

in the suggested methodology. This model was developed via 

Tensor flow’s sequential technique, keras. The model is also 

trained, evaluated on a test dataset, and then using Matplotlib, 

loss and accuracy curves are displayed for both datasets. 

 
Below is a description of these layers and the rest of the deep 

learning pipeline. 

B. CNN - Convolutional Neural Network 

A convolutional neural network can have tens or hundreds 

of layers that each learn to detect different features of 

animage. Filters are applied to each training image at different 

resolutions, and the output of each convolved image is 

used as the input to the next layer. The filters can start as very 

simple features, such as brightness and edges, and increase 

in complexity to features that uniquely define the object. 

Convolutional neural networks are highly suited for pattern 

recognition and classification applications. Because CNNs are 

adept at learning characteristics on their own from the input 

data provided, many scholars have recently started using them 

for emotion analysis from voice signals. 

 

Fig. 3. CNN 
Architecture 

 

One-dimensional, two-dimensional, and three-dimensional 

CNN models are the three different model types [9]. While 

3D CNN models are frequently used for tasks involving 

video understanding, 2D CNN models work better for 

image processing. 
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C. LSTM - Long Short term memory 

Long-short term memory (LSTM), a special type of recur- 

rent neural network, may learn long-term dependencies. This 

method is now used to manage an array of deep learning 

difficulties. Many recurrent neural networks (RNNs) are able to 

learn long-term dependencies, particularly in tasks involving 

sequence prediction. Besides from singular data points like 

photos, LSTM has feedback connections, making it capable 

of processing the complete sequence of data. 

This has uses in machine translation and speech recognition, 

among others. A unique version of RNN called LSTM exhibits 

exceptional performance on a wide range of issues. 

Several tasks that are intractable by earlier learning algorithms 

like RNNs can be solved by LSTM neural networks. By using 

LSTM, long-term temporal dependencies may be efficiently 

captured without facing many optimization challenges. This is 

applied to solve complex issues. 

 

Fig.4. LSTM Architecture 

 

 

D. MFCC - Mel Frequency Cepstral Coefficient 

The windowing of the signal, application of the DFT, 

calculation of the magnitude’s log, warping of the frequencies 

on a Mel scale, and application of the inverse DCT are 

the main steps in the MFCC feature extraction technique. A 

discrete cosine transform (DCT) of a real logarithm of the 

short-term energy represented by the Mel frequency scale 

is provided by the MFCC. 
 

 
 

Fig. 5. MFCC Architecture 

 

 

Pre-emphasis, Framing, Windowing,FFT, Mel filter bank, and 

computing DCT are steps in MFCC.MFCC extraction process 

consist of Pre-emphasis, framing, windowing, the Fourier 

transform, and wrapping. Pre-emphasis increases a signal’s 

high-frequency portion. 
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In re- turn, the frequency spectrum is balanced, and the signal-

to- noise ratio is enhanced. The input signal is imported into 

frames with a time slots of between 20 and 30 milliseconds 

and an optional overlap of between 1/3 and 1/2 of the 

framesize during the framing stage. 

Next step is windowing to maintain the continuity of the 

first and last points in theframe, each frame in this needs to 

be multiplied by a ham- ming window. Varied tones in 

speech signals correspond todifferent energy distribution over 

frequencies as more framesare obtained. Hence, a fast Fourier 

transform is performed to obtain the frequency magnitude 

response of frame. Next is Mel-frequency,which is kept 

proportional to the logarithm of 

the linear frequency[5][6]. 

 

E. PERFORMANCE MATRICES 

Formulae: 

 
Accuracy: Accuracy is how close the value goes to the 

predicted output. 
 

 

Precision :It reveals the percentage of predictions in 

the positive class that were true positive predictions. The 

following formula should be used to determine precision: 
 

 

Recall: The number of relevant documents found by a 

search divided by the total number of existing relevant docu- 

ments. 

 
 

F1 score: Combination precision and recall is the harmonic 

mean of precision and recall. 

 

Now the performance parameters for each model for all 

emotions are calculated using above formulas.[5][6] Based 

on the logarithmic values from the graph a matrix for each 

emotion is created, then above-mentioned formulas are imple- 

mented on that matrix in LSTM to obtain the accuracy of each 

matrix to predict the emotion as output. 

 
V. EXPERIMENTAL EVALUATION 

Our goal is to create a powerful voice emotion recognition 

system that predicts emotions without regard to the speaker. 

Using CNN models, some researchers have attained an 

average accuracy of about 80% [11]. Compared to the current 

models, oursoffers 80% accuracy. 

Therefore, in this case, we would be classifying and 

predicting emotions from voice signals using the RAVDESS 

dataset and a 1D CNN-LSTM model. 
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A total of 2496 audio files make up the RAVDESS dataset, 

which is divided into training and testing datasets. A total 

of 2304 speech files, or 80% of the training dataset, are audio 

files. A total of 576 speech files, or 20% of the testing dataset, 

are audio files. Our accuracy with this model and database was 

87%. 

 
 

 Accuracy Recall Precision F1-Score 

Angrt AF AFG 004  

Happy AX ALA 248  

Sad AL ALB 008  

Neutral DZ DZA 012  

 

 
VI. CONCLUSION 

 
This research gathered specific data from 15-17 papers 

published between the years 2005 and 2021 to give a complete 

statistical analysis on the use of deep learning in speech-related 

applications. About 50% of the papers that were found were 

published in IEEE, and conference papers made up the majority 

of the papers (40%) that were found. 

In the present study, we introduced a speech emotion de- 

tection system that classifies emotions using machine learning 

methods. In order to show a mixture of MFCC traits, they were 

collected from various acted databases (English). In fact, we 

research the effects of classifiers and features on the precision 

of speech emotion recognition. The use of feature selection 

approaches demonstrates that in machine learning applications, 

more information isn’t necessarily better. In order to identify 

emotional states from these features,the machine learning model 

was trained and validated. On the English database, SER 

claimed the highest recognition rate at “80%”. 

This result demonstrates that LSTM performs better with less 

data. As a result, we came to the conclusion that the LSTM 

model has a better chance of being used practically with little 

amounts of data. 
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